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Motivation Merging two bilingual lexicons

* Bilingual lexicons from/to English are usually richer than those A

within non-English languages A 25 EUE metabolic syndrome
- Connecting non-English terms via English (pivotal approach) S B A
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could be a reasonable approach
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* We apply an SMT framework for the pivotal approach mﬁizz antibody-deficiency Ay h
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- In the right example, only Down’s syndrome can be associated voko—A syndrome
 Characteristics between languages are unused nArZ antibody deficiency
- Chinese and Japanese terms share identical/similar characters.
Framework Features for the log-linear SMT modeling
| qum%]L N * Merged translation probabilities (Utiyama & Isahara, 2007)
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| C_'E >  phrase pairs ' — Collect phrase pairs by grow-diag-final method (using Moses,
SHERn / (W'Fh | /\ Koehn et al., 2007), and calculate the translation probabilities by
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J-E _ phrase pairs S h (W) = 1 Edit distance of Unicode characters
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SMT model for term translation Q@YY Additional lexicon | o | N
— The number of translation word pairs included in the additional
For each input term w,_, we obtain the (10-)best translation by the bilingual lexicon
log-linear model.: W, = argmax Z::_l/lmhm (W,,W,) — h (BRMEREARSEEIXREE, RAGE ﬁi&ﬁﬁﬁ” ZEEYE) = 3
w, if (9%, %), (A=, kFa), and (FEIXEF, Z5-59E) are in the
where h.. and 4. denote the feature functions and their weights. additional lexicon
Experiment Translation examples
L AL BRE A\ — (C-to-J \'E" ‘:I:A
Utilization ratio: The ratio of C Hb ks ° H'LA ' ':' H O
Chinese terms translated into  Exact matching  26.2% E pubis symphysis — B RS B X
N\ Bk 4k O symphysis shame
the other language Our method 29 8% ] HhBETEa (symphy )
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performance on E ideal fluid dynamics — Etod  IHAB @ N=F X
the test set* Base features 0.4519 7.4060 0.676 ) AR A (ideal fluid dynamics)
“Test set consicts of with edit distance 0.4670 7.4963 0.682
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Japanese term pairs E intermediate lumbar \ (int. nodes [mistokenized])
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Used lexicons: All lexicons consist of technical terms J afEED) >/ \Ef

C-E: Wanfang Data Dictionary (C: 375,990 terms / E: 429,807 terms)
J-E: JST MT Dictionary (J: 465,563 terms / 418,044 terms)
Additional lexicon: EDR J-E-C lexicon (C: 90,605 terms / J: 94,928 terms) Conclusion

* The experiment demonstrated that our method improved the
utilization ratio drastically and performed reasonable
translations of given lexicons

 We also showed that features between the source and target
languages are effective for improving the performance

* Future work
— Improve Chinese word segmentation
— Introduce a sophisticated Chinese character similarity model
— Extract a source-target phrase table from corpora




